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Presenter
Presentation Notes
As we're going through the topics, beginning with goals and a description of the problem at hand,  we're going to talk about the concept of performance density.  The motivation behind this is the easing of the storage - CPU performance gap, which I'll explain.  And then we'll talk about two different applications of this performance density measure. One of which has to do with the demand. That is, the demand that the applications, or multiples thereof, are placing on the storage.  The second application is to allow us to determine the appropriate technology, i.e., the discs, whether they be solid state, 15K RPM, 10K, whatever, to handle that I.O. demand. Then we’ll dig down into a case study from an actual production machine to go through the steps of how we can properly size the storage system for Auto Tiering consideration.  This technique is also applicable to traditional single tier storage configurations, as their units of measure are also IOPS/GB.  We're going to talk about the templates that have been created to allow us to do this.  And then lastly, we'll go through the tier design process and I'll show a quick benefit analysis of Auto Tiering vs. single tiered solutions,



Goals

Monitor workloads to assess their fitness of optimization using Auto Tiering

• The two parameters to be derived via this process are the IO demand of the solution 
and the required capacity.   These measurements are then used to derive the 
required performance density (IOPS/GB) 

Selection of the appropriate tier technology to support the measured 
performance density

• Using a series of templates that are derived from a performance assessment of the 
various technologies.

Presenter
Presentation Notes
The goal of this presentation is enablement of IT installations to deliver improved storage performance levels to our clients via Auto Tiering through the use of PD.  This begins with monitoring the workload(s) to assess their fitness for optimization using Auto Tiering.  We will be going about this through the use of tools that enable performance measurement at the sub-LUN level of the application IO demand.Part two is the derivation these performance parameters for various technologies. (The IO supply characteristics)  We’ll discuss the performance characteristics of SSDs, 15 and 10k RPM FC, and nearline HDD's.  Therefore, We are going to use this concept to drive not only the analysis of the workload but also the selection of the technology that we're planning to deploy.Even though I may not have measured the particular drive that you may be interested in, I'll show you how we're going to derive these parameters and you can do so on your own with a few simple measurements. 
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Storage capacity growth over time

Source: IDC, 2011

Presenter
Presentation Notes
Here is a chart that shows the storage capacity growth of individual storage devices over time. It roughly corresponds to Moore's Law, that states that CPUs double every eighteen months in terms of speed (in this case, every 24 months).  You see the various capacities of drives that have evolved over time. From looking at this, we see that we're not really that far off from a capacity growth standpoint in terms of keeping up with the Moore's Law.  Now, let’s take a look at what's happened with the performance of storage over time.Graph 2 - Maximum capacity growth over time for single-disk drives �(Source: IDC Study# 228266, Worldwide Hard Disk Drive 2011–2015 Forecast: Transformational Times, May 2011)
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Storage performance growth over time
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Presenter
Presentation Notes
The concept here is to show how much more the CPUs have grown in terms of performance than storage. What the solid state devices do is to narrow that gap.  But, it’s still there.  We know SSDs are an order of magnitude faster than spinning drives are but, it's very important that we deploy them properly because it's relatively expensive storage. Unless we've set them up to take advantage of that speed, we're leaving money and performance on the table. 



Auto Tiering storage design concept: Performance density

• Past practice has been to design the configuration of the 
storage based on capacity.

• As storage devices (HDD/SSD) have grown in capacity, but 
not performance, the performance per GB has dropped 
dramatically.  This has resulted in considerable performance 
shortfalls for many applications.

• We must adopt an alternate method for sizing that takes 
performance considerations into account

• Performance Density (IOPS/GB) allows us to size storage 
systems based on both Capacity and Performance.

• Many tiered storage performance tool statistics are expressed 
using Performance Density So, why not use the same metric 
to select the capacity and technology of disks?

Source: IDC, 2013

Presenter
Presentation Notes
Digging a little bit deeper into the fundamentals that were mentioned earlier, the past practice has been to size these storage systems based on capacity. What we have seen over time, with storage devices, in particular the spinning hard drives (and recently SSDs), they've grown considerably in capacity but the performance hasn't grown per device to allow a level playing field.  In terms of performance density, we have fewer larger and in some cases, slower drives. Those aspects all add up to potential performance disasters, because when sizing for capacity on these very large eight to ten terabyte drives, the spindle count is so low that we are not able to keep up with the applications performance demand. That plus the fact that the mechanisms themselves have not changed considerably over time, SSDs included, has led to the need to size based on both performance and capacity. (Source: IDC, 2013)
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Asymmetric (non-uniform) IO demand intensity A.K.A Hot Spots
Location of the Hot Spots
Relative demand regions
Periods of reduced IO demand 
Repetitive nature of changing workloads

 Characteristics of workloads enabling the benefit from 
Auto Tiering

Presenter
Presentation Notes
To begin the application of PD to our case study, let's start off with essential characteristics of workloads that enable us to derive benefits from Auto Tiering.  There are certain workloads that do not amend themselves to optimization from Auto Tiering.  Here are the essential characteristics of the workloads that do. First of all, we’ll need an asymmetric IO demand, i.e. hot spots, within sub-regions of the logical address range as seen by the storage device.  “As seen by the storage device” is key, as data regions like file system meta data may have a very high access rate from application space, but are often cached within server memory.  For this reason, data access pattern analysis tools that are storage subsystem resident are much more effective at detecting auto tiering optimizable workloads.    These hot spots have to persist long enough for us to take advantage of them.  We're going to conduct a measurement period, followed by data migration then a period of actual application execution. These hot spots have to persist long enough to go through these three phases such that what we run at the end is what we measured in the beginning. That’s a very key point in terms of how we manage AutoTiering. The monitor and movement and run period have to align properly in order to take advantage of the technology.  PD measurements allow us to analyze the workload as frequently as needed.  Some installations have multiple analysis and migration periods per day as the workload morphs from “business hours” to “after hours”The relative demand of these regions has to be sufficiently higher than the remainder of the working set space.  When considering VME or PCI attached SSDs,  they're considerably higher performance than spinning disks. The only way we can take advantage of this is through considerable asymmetry in the IO demand. Then, after we do the monitor or analysis period, there's going to have to be a period of reduced IO demand that's going to allow the product to migrate the data.   Under a heavy IO load, that movement can be very slow because it's prioritized below the host IOs. Lastly, to reemphasize, these workloads will change throughout the day. Let's make certain that what we monitor and move is what we need in the proper timeframe to take advantage of the actual application execution period. 



IO demand performance density

This metric is dependent solely on the characteristics of the workload

It is simply the total number of IOs per second divided by the total space
• For uniform access patterns, this metric applies to the entire space

• For non-uniform access patterns, different subsets of the space will have different performance densities

This metric can be used to size both Auto Tiering and traditional configurations
• The tools for measuring Performance density are different for Auto Tiering vs. Non-Auto Tiering environments.

• Host based tools may be used for uniform access environments

• Non-uniform access applications require storage product specific tools

Presenter
Presentation Notes
The next item we are going to talk about is IO demand intensity. This parameter is totally dependent upon the characteristics of the workload. If the workload doesn't amend itself to tiering technology then we're wasting our time and oftentimes our money. So in order to derive the performance density (IOPS per gigabyte) of the demand, we're going to use data access pattern tools  These tools maybe array based or standalone as the access frequency is tabulated based on non server cached sub-lun regions. Now what this implies is that we have an installation that is running and it is the real McCoy, the workload we want to optimize.  Then we use access frequency tools to determine where these hot spots are.  So for uniform access patterns the metric applies to the entire space, i.e. if you have one hundred gigabytes and you have seventy five hundred IO’s a second it's a simple calculation to figure out what that IO demand is in terms of IO's per gigabyte. But the real advantage of Auto Tiering surfaces with the non-uniform access patterns. These are the patterns, remember that we talked about asymmetry, that are going to allow us to properly take advantage of the technology of the SSD's without committing the entire working set to solid state storage. 



Technology performance density

This metric is dependent solely on the technology and number of storage devices 
used
It is the total number of IOPS that can be delivered divided by the total space
• For uniform access patterns, this metric applies to the entire space

• For non-uniform access patterns, different subsets of the space will have different 
performance densities and will therefore required different devices (tiers)

By using the performance density as the sizing metric, we ensure that both the 
capacity and performance criteria will be optimally met
• Wasted capacity is minimized

• Maximum value for a given device technology is achieved as full performance is 
delivered

Presenter
Presentation Notes
Now we're talking about the selection of technology to satisfy that demand.  Again, the units are the same.  It's going to be in terms of IOPS per gigabyte but in this case, it's totally dependent upon the technology that we're going to choose to handle this load.  We've got two opposite ends of the spectrum; we've got demand and we've got technology capability that can be viewed it as the supply of the performance density. We're going to link those two together and that will guide us through the design process.Regarding the two bullets at the bottom, what we're trying to do here is to optimize both the capacity and the speed. What we don't want to do is leave wasted capacity on the table which is over-design, leaving money on the table.  We want to ensure to take full advantage of the technology. Any questions about this?  We'll go through an example next, but any questions so far about the demand performance density or the technology performance density? We're going to go into detail on both of these in a second. 
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Example: Non-uniform IO demand density 

Note that for uniform access, the curve is a straight line corner to corner

Presenter
Presentation Notes
This is a chart that was derived from an IO access pattern intensity analysis. This enables us to visually understand what’s happening in terms of the workload demand.  The X axis is the cumulative space in percentage, and the Y axis is the cumulative accesses rate as a percentage. For those workloads that are non-uniform, of which this is an example, we see is the curve and knee at the top. The steeper the curve, and the sharper the knee is, the more amenable that workload is going to be for optimization through Auto Tiering.If this were a uniform access workload, what you would end up with as it states at the bottom of the slide, is a curve that extends from corner to corner, which means that the accesses are evenly distributed over the space. That type of workload will not benefit from Auto Tiering because there aren't any hot spots. There has to be hot spots and they have to be sufficiently hot to take advantage of the technology.This was actually taken from a production machine that was running in DXC data center in Rancho Cordova.Question 1The 20 percent of the cumulative space along the X axis that’s exhibiting the high access frequency, is that contiguous physical space, or contiguous logical space?Response 1: It is neither. Because what this doesn't show are the addresses of where those hot spots are.  All this shows is the relative access density of some of the regions and the space that's associated with those hot spots. So there isn't anything physical or logical in terms of addresses here. That's the beauty of Auto Tiering. It doesn't matter where the hot spots are.  It will find them and move just those important regions onto that expensive storage. So there isn't visibility of the addresses here. We don't know where it's scattered across the space but we know what the relative size of those hot spots are. Question 2So it's unimportant to Auto Tiering how the hot spots are distributed across the physical space?Response 2: That's where the product adds the real value because we don't know and we don't care. If you recall, we have a measurement period during which we're going to monitor the relative heat of these regions. That's going to guide Auto Tiering's ability to move those regions around. We don't care where they are. They could be scattered all over the place. Auto Tiering will pick them out and put them on the right technology. So that's the big benefit of Auto Tiering over manually trying to manipulate where these hot spots are because you have to have intimate knowledge of the work load yourself, in order to properly distribute those regions over the correct technology



Performance Density Measurement Analysis
Storage performance analysis (Auto Tiering tier design) 

From the preceding chart we can glean the 
following:
• Based on relative IOPS, we see that 90% of the IO demand can 

be contained within 12% of the total space.
• By knowing the absolute proposed IO demand, and the total 

space used, we can calculate the required performance density of 
the tiers.

• Consider the space required to be 81TB and the total proposed 
IO demand to be 75,500 IOPS

• Therefore the required performance density of the tier is 6.99 
IOPS/GB  (75,500 *.9 /0.12*81000)

• Workload is assumed to be 8 KB 70/30 R/W random mix
• If this were a uniform access workload, we’d need a tier capable  

of delivering 75,500/81,000 = 0.93 IOPS per GB

• Next, we take the remainder of the IO and space 
demand to determine the technology and capacity of the second
tier.... 

Presenter
Presentation Notes
Let’s use the same graph on the previous slide to walk through a case study.  What I'm going to assume here is that 90% of the I/Os, if I draw a chalk line from the 90% on the Y axis, I'm going to intersect a capacity point of about 12%. This workload lends itself very well to this kind of optimization because it has such a high concentration of hot spots. 90% of the I/Os and 12% of the space. We're going to use that to guide our math. Another beauty of this type of curve, it's normalized, and one would argue that makes it more difficult to understand. What this does, because it's based on percentage, is allow us to measure one I/O rate, and actually estimate what it would be in terms of a proposed I/O demand. Let's say for example that the curve that you just sampled is in January and we know that there's going to be a twenty percent growth rate per year, what you can do is actually size these tiers based on taking today's I/O rate total that you measure, increasing it by 20%, and applying that to the normalized Y axis, and come up with a design that will allow you to accommodate the growth.  It's normalized on purpose.  What this is going to do is to enable us to plug in some guestimated numbers as we go through the math. For these calculations is I'm going to assume that the required space is a 81 terabytes. I'm also going to assume that the proposed I/O demand over that whole space is about 75,500 IOPS. There's some other things that I know from looking at some of the statistics in terms of what the read/write ratio is, and in this particular case I'm going to assume that it's a 70/30, 70 percent read, 30 percent write, random mix small block transfers. I'm going to say random mix but they're not really all that random because of the hot spots. So the third bullet on the slide is what I derived as a performance density requirement of 6.99 I/Os per gigabyte. Now how did I get that number? I took 90% of the 75 500 IOPS, that's the numerator. The denominator is the capacity of the subregion. Remember, a 81 gigabytes all together, 12%  of that is 9.72 terabytes or 9 ,720 gigabytes, that's where the math comes in. Now we have the performance density requirement of what I'm going to call the hot tier, or tier 0.  Then the next bullet down says "if this were a uniform random workload you'll see a considerable difference in the performance density calculations", because I've got 75 500 IOPS scattered over the entire 81 terabytes space. That gives me a performance density of 0.93 IOPS per gigabyte. So there's a considerable difference in the technology requirements if we have a uniform versus a hotspot workload.  I put this in here to illustrate the fact that using this the method can also apply to sizing uniform access workloads.  If we did not have the capability or luxury of having these tools, and we just wanted to size the total workspace, we would need 0.93 IOs per gigabyte. We  have the hot demand pretty well framed up.  Next we'll go through the rest of the workspace and look at “intermediate” IO demand as shown in the right portion the density graph.



Performance Density Measurement Analysis
Storage performance analysis (Auto Tiering tier design) 

For the next Auto Tiering tier, from the 
preceding chart we can glean the following:
• Based on relative IOPS, we see that 8% of the IO demand can be 

contained within 28% of the total space.
• Again, using the absolute proposed IO demand, and the total 

space used, we can calculate the required performance density of 
the second tier.

• Restating, the space required to be 81TB and the total proposed 
IO demand to be 75,500 IOPS

• Therefore the required performance density of the second tier is 
0.266 IOPS/GB  (75,500 *.08 /0.28*81000)

• Workload is assumed to be 8 KB 70/30 R/W random mix
• Next, we take the remainder of the IO and space demand to 

determine the technology and capacity of the third tier.... 

Presenter
Presentation Notes
Let’s use the same graph on the previous slide to walk through the rest of the case study. Recall that 90% of the I/Os, were handled in 12% of the space. We're going to do the same math on the “middle of the chart”.  The next chalk line has been drawn at 98% of the access rate and 40% of the total capacity.  So, in this case the contribution to the IO rate of the second tier, tier 1, is 8% of the total IO rate and the space occupied by the second tier is 40% - 12% , or 28% of the total space.  For our example, the performance density of the middle tier is (75 500 * 0.08)/(81 000 *0.28) = 0.266 IOPS/GBWe will use the this performance density measurement in conjunction with a series of measurements in a table to determine which technology of device to use for the second tier.



Performance Density Measurement Analysis
Storage performance analysis (Auto Tiering tier design) 

For the third Auto Tiering tier, from the 
preceding chart we can glean the following:
• Based on relative IOPS, we see that 2% of the IO demand can is

contained within 60% of the total space.
• Again, using the absolute proposed IO demand, and the total 

space used, we can calculate the required performance density of 
the third tier.

• Therefore the required performance density of the second tier is 
0.031 IOPS/GB  (75,500 *.02 /0.6*81000)

• Next, we index into a Tier technology performance 
template to determine the appropriate devices to use for 
the three tiers.... But first, how are these tables derived?

Presenter
Presentation Notes
Let’s use the same graph on the previous slide to determine the characteristics of the third tier, tier 2.  We’ve previously designed for accommodating 98% of the IO rate in 40% of the overall space.  This leaves 2% of the IO demand spread over 60% of the remaining capacity. Per the math on the slide, the third tier must have a performance density of 0.031 IOPS/GB. Next, let’s look at the process to generating those technology performace density tables...



Technology Performance Density Calculations
Deriving technology performance density

Previously: It is the total number if IOPS that can be delivered divided by the total space
We'll use the measured data from lab tests to determine the IO rate
We'll use configured raid capacity to determine the space

• For this example,tier 0, lets consider 400 GB SSDS, Raid 5 in an Enterprise Array 
(70/30 Read Write Workload)

• The following is a performance table for several device types
• We see that each SSD is capable of 2100 IOPS for the 70/30 workload. 
• We also know that in a Raid 5 configuration, there is 25% capacity overhead (set size 4)
• So the capacity of each SSD is 400 GB * 0.75 = 300 GB
• Finally, per device we can expect 2100 IOPS / 300 GB = 7.0 IOPS/GB
• This appears to be a good fit for Tier0 as it’s performance density is slightly higher than 

required 6.99 IOPS/GB

Presenter
Presentation Notes
Let's talk about how we derive the corresponding supply performance density based on the devices that we are considering for these tiers.  Again, we talked about the technology performance density as the total number of I/Os that can be derived in terms of SSD and RPM and in terms of the usable capacity of the devices.  Remember, there's a capacity component in here also.  We're going to use the measured data from a performance lab. Then we need to also take into consideration, the capacity that those devices can deliver. We're going to take a look at a table that has several different device technologies in it. For this particular case study, we're going to use 400 gigabyte SSDs. They're going to be in RAID 5 configuration.  Remember, we also talked about a 70/30, read/write workloadArticulate: Branch to slide 15 and 16 then return to slide 14.This SSD for that particular workload, is capable of delivering about 2100 IOs a second. So this is what the technology is capable of.  It's not necessarily what the machine is going to deliver after it's installed but we're going to find that if we design this very precisely, that we can narrow in on providing the required IO rate and not throw a lot of capacity under the bus. The capacity of each of these SSD's, and remember, we talked about raid 5, which has about 25 percent overhead in the set size four raid 5 device in this enterprise machine.  So the effective usable capacity is going to be 3/4 of 400 or 300 GB. Now, let's normalize that again into our new parameter and the performance density given that workload. That capacity and technology can deliver about 7 IOPS per gigabyte. To recap, what we used were lab performance data for the IO rate and capacity corrected for RAID parity to come up with this number.  7 IOPS per gigabyte. I'd like to pause again for any questions, because now we're going to implement the tier. Articulate: Branch to slide 17.
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Component performance

Disk Type/Speed IOP/s MB/s
15K FC 200 45
10K FC 150 45
7.2K NL 75 30

Workload IOPs Aligned IOPs Unaligned
100% Read 3950 3900

70% Read/30% Write 2100 1500
50% Read/50% Write 1800 1150
30% Read/70% Write 1500 1000

100% Write 1600 1150

HDD (Disk)

SSD

Presenter
Presentation Notes
Here is the chart I talked about just a second ago. You see at the top of this chart, are HDD spinning devices. 15K, 10K, and 7.2K RPM. The bottom chart, you see the SSD characteristics. These are per device. Now one would ask why is there so much more detail involved in the SSD estimated IOS rate, than the spinning drives. The answer is that SSDs are very workload sensitive.  The reads are very fast.  The writes are still fast relative to a hard drive, but the writes are very slow relative to the reads on a SSD. This chart takes into consideration not only the read write ratios, but it also takes into consideration whether or not these IOS are aligned. The back end IO rates are very sensitive to alignment on most arrays. If these IOS are not well aligned, you can see that there's a pretty significant difference in the IO rate.Note:A little more explanation on note 5 below.  SSD IOPs are much more dependent on block size than spinning disks.  To a spinning disk the performance of a 512B and a 16Kbyte is linear. Whereas on an SSD this is a dramatically different number.  These are back end numbers.  RAID overhead must be considered when calculating front end capabilityNumbers reflect IO access from LUN (host) to Physical DiskIOP/s are less with larger blocks! (With 64k blocks, IOP/s are 67% of above)As seen above, SSD IOPs vary greatly with IO MixSSD IOPs above are 4K.  Larger blocks has impact on overall SSD performanceSSD writes are significantly slower than reads (2 – 3 times longer to complete)SSD Sequential performance ca be slower than spinning disks
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Storage performance template: Enterprise Array (Raid5 Set size 4)

Workload Array 
Limits

200 GB 
SSD

400 GB 
SSD

800 GB 
SSD

15k
300 GB

15k
450 GB

15k
600 GB

10k 
300 GB

10k
450 GB

10k 
600 GB

7.2k
1 TB

7.2k
2 TB

Random
Reads 
(IOPS)

365,500 26.33
IOPs/GB

13.16
IOPs/GB

6.58
IOPs/GB

0.89
IOPs/GB

0.50
IOPs/GB

0.44
IOPs/GB

0.67
IOPs/GB

0.44
IOPs/GB

0.33
IOPs/GB

75
IOPs/TB

38
IOPs/TB

Random 
Writes 
(IOPS)

139,500 10.67
IOPs/GB

5.33
IOPs/GB

2.67
IOPs/GB

0.89
IOPs/GB

0.50
IOPs/GB

0.44
IOPs/GB

0.67
IOPs/GB

0.44
IOPs/GB

0.33
IOPs/GB

75
IOPs/TB

38
IOPs/TB

Rnd 70/30 
Mix 

(IOPS)

256,040 14.00
IOPs/GB

7.00
IOPs/GB

3.50
IOPs/GB

0.89
IOPs/GB

0.50
IOPs/GB

0.44
IOPs/GB

0.67
IOPs/GB

0.44
IOPs/GB

0.33
IOPs/GB

75
IOPs/TB

38
IOPs/TB

Seq. 
Reads 
(MB/s)

14,660 3.67
MB/s/GB

1.83
MB/s/GB

0.92
MB/s/GB

0.20
MB/s/GB

0.13
MB/s/GB

0.10
MB/s/GB

0.20
MB/s/GB

0.13
MB/s/GB

0.10
MB/s/GB

30
MB/s/TB

15
MB/s/TB

Seq. 
Writes
(MB/s)

10310 3.09
MB/s/GB

1.55
MB/s/GB

0.77
MB/s/GB

0.20
MB/s/GB

0.13
MB/s/GB

0.10
MB/s/GB

0.20
MB/s/GB

0.13
MB/s/GB

0.10
MB/s/GB

30
MB/s/TB

15
MB/s/TB

Performance Density

Presenter
Presentation Notes
Another important storage solution design consideration is the array limits as cited here.  In general, once an array reaches about half of its maximum spinning drive count or 25% of its maximum SSD count, the performance flattens out but the capacity continues to increase as devices are added.  



Deriving technology performance density

In a like manner, we'll examine the table to determine the technology of the second 
tier

• Consider 600 GB 10 k RPM HDDs, Raid 5 in an Enterprise Array (70/30 Read Write 
Workload)

• Again, referring to the performance table for the device types

• We see that the performance density of 600 GB 10k RPM HDDs is 0.33 IOPS/GB for 
the 70/30 workload.

• This appears to be a good fit for Tier 1 as it’s performance density is slightly higher than      
required 0.266 IOPS/GB

Presenter
Presentation Notes
In a process analogous to calculating the technology performance density of the SSDs we calculate that of the 600 GB, 10k RPM HDDsArticulate: Branch to slide 20 table then return to slide 18.



Implementing the Tier(s)
Storage performance Auto Tiering tier design process 

• From the previous template, we see that 400 GB SSDs, Raid 5 are capable of delivering 7.0 
IOPS/GB
– We also know we need 12% of 81TB, or roughly 9.72 TB of high speed capacity.
– This translates to  9.72 /0.75 = 12.96 TB raw = ~ 32 SSDs

• For this part of the workload in terms of IO demand and required space, 32-400 GB devices 
using Raid 5 would deliver 67,200 IOPS which is very close to the required demand

• For the second tier, we agreed on 10k RPM, 600 GB HDDs
– Space required: 22.68 TB

– Raw Space required: 22.68/0.75 = 32.4 TB -> 50 10k RPM 600 GB HDDs

Presenter
Presentation Notes
From the previous calculations, we figured out not only what the requirements were, but also I picked some technology and capacity to deliver against that demand. We know that we're going to need somewhere in the neighborhood of 7 IOPS per gigabyte.  This device was chosen based on that demand. QuestionWe know what we device we need and what size we need. How many are required?  If you'll recall, the space that we were talking about here was roughly 12% of 81 terabytes. That calculates into roughly 32 of these 400 gigabyte SSDs. Again, 25% overhead. We need 9.72 terabytes. The physical space we need is therefore 13 terabytes, 32 – 400 GB SSDs. Now I know the technology and the capacity and how many I'm going to need to satisfy that second tier. That's how we can precisely size what the intermediate tier is going to look like. Here I've done a cross-check in the middle of the page. 32 of those devices will deliver 67,2000 IOPS, very close to the required amount. See how precise we can narrow this in based on the supply and demand so there's a little bit of performance we're leaving on the table, but it's nothing to be worried about. What about the rest of the space? We talked about, and let's go back and picture in your mind that graph, we have 88 percent of the space and it's going to be handling roughly 10 percent of the IOPS.  Remember that the second “chalk line” was drawn at 98% of the IOs and 40% of the space.  This second tier must provide 22.68 TB of usable space which correlates to 32.4 TB of raw space Therefore we’ll need 50 – 600 GB drives to hold that tier.



Implementing the Tier(s)
Storage performance Auto Tiering tier design process 

• For Tier 2, the required performance density is 0.031 IOPS/GB  (75,500 *.02 /0.6*81000) = 
31 IOPS/TB

• Again, consulting the Performance density Table we see that 7.2k RPM, 2 TB HDDs can 
deliver 38 IOPS/TB

– Space required: 60 % of 81 TB = 48.6 TB

– Raw Space required: 48.6/0.75 = 64TB -> 32 - 7.2k RPM HDDs

Presenter
Presentation Notes
Lastly using the remainder of the IO demand and the space . We know that we're going to need somewhere in the neighborhood of 31 IOPS per terabyte for the bulk tier.  Here is the math to support the design of the third tier.Now, let’s do a comparison of our tiered array design with that of one using a single tier.Articulate:Branch to Slide 21
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Storage performance template: Enterprise Array (Raid5 Set size 4)

Workload Array 
Limits

200 GB 
SSD

400 GB 
SSD

800 GB 
SSD

15k
300 GB

15k
450 GB

15k
600 GB

10k 
300 GB

10k
450 GB

10k 
600 GB

7.2k
1 TB

7.2k
2 TB

Random
Reads 
(IOPS)

365,500 26.33
IOPs/GB

13.16
IOPs/GB

6.58
IOPs/GB

0.89
IOPs/GB

0.50
IOPs/GB

0.44
IOPs/GB

0.67
IOPs/GB

0.44
IOPs/GB

0.33
IOPs/GB

75
IOPs/TB

38
IOPs/TB

Random 
Writes 
(IOPS)

139,500 10.67
IOPs/GB

5.33
IOPs/GB

2.67
IOPs/GB

0.89
IOPs/GB

0.50
IOPs/GB

0.44
IOPs/GB

0.67
IOPs/GB

0.44
IOPs/GB

0.33
IOPs/GB

75
IOPs/TB

38
IOPs/TB

Rnd 70/30 
Mix 

(IOPS)

256,040 14.00
IOPs/GB

7.00
IOPs/GB

3.50
IOPs/GB

0.89
IOPs/GB

0.50
IOPs/GB

0.44
IOPs/GB

0.67
IOPs/GB

0.44
IOPs/GB

0.33
IOPs/GB

75
IOPs/TB

38
IOPs/TB

Seq. 
Reads 
(MB/s)

14,660 3.67
MB/s/GB

1.83
MB/s/GB

0.92
MB/s/GB

0.20
MB/s/GB

0.13
MB/s/GB

0.10
MB/s/GB

0.20
MB/s/GB

0.13
MB/s/GB

0.10
MB/s/GB

30
MB/s/TB

15
MB/s/TB

Seq. 
Writes
(MB/s)

10310 3.09
MB/s/GB

1.55
MB/s/GB

0.77
MB/s/GB

0.20
MB/s/GB

0.13
MB/s/GB

0.10
MB/s/GB

0.20
MB/s/GB

0.13
MB/s/GB

0.10
MB/s/GB

30
MB/s/TB

15
MB/s/TB

Performance Density

Presenter
Presentation Notes
From this table, The blue numbers there, that are over toward the upper upper right hand end of that graph, we see that the one terabyte, 72 K RPM drives are capable of delivering 75 IOS per terabyte. Close, but not sufficient.  We’ll look at the neighboring figures. The 10 K 600 GB is 330 IOPS per terabyte. That's high, but safe. I always want to size a little bit on the conservative side. So we want to choose the device and capacity mix that gives me a minimum of 103 IOPS/GB. I want to err on the conservative side because this is the slow tier. So, I know now what technology and capacity I need for my second or lower speed tier. The only remaining piece now is to figure out how many of these I need. 



Auto Tiering vs. non-Auto Tiering solution comparison 
Auto Tiering Solution Device Type and Count
Fast Tier:  (Tier 0) 32 – 400 GB SSD
Intermediate Tier (Tier 1) 50 – 600 GB 10K rpm HDDs
Bulk Tier (Tier 2) 32 – 2 TB 7.2k RPM NL HDDs
Total Auto Tiering Solution Device Count:  114

Non-Auto Tiering Solution Device Type and Count
Single Tier: 0.93 IOPS/GB -> 300 GB FC Drives
Total Non-Auto Tiering Solution Device Count: 360 (81 TB / 0.75) / 300 GB
Total Device Count Reduction: 68%
Hardware Savings (list price):  $18,570 or ~6.7%
Improved Performance and Same Capacity 

Presenter
Presentation Notes
Let’s look at the calculations. The total Auto Tiering solution device count is 114 and yet, granted there are some expensive devices in there, no argument, the SSD's per device are relatively expensive.  But 114 Auto Tiered devices versus a uniform workload assumption count of 360 devices. That's a significant reduction in devices count. In addition, for this case study, we can also enjoy a bit of hardware cost savings in implementing the Auto Tieried approach.
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Performance Aware Storage Provisioning Application:  Auto Tiering

Thank You 

Presenter
Presentation Notes
Thank you for attention and patience.  I would now like to open the discussion to Q&A
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